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Figure 2. 5 color composite image of a normal rat brain showing all nuclei
(DAPI, Histone), classification of nuclei using a pan-neuronal marker (NeuN)
and sub-classification of neurons to inhibitory (Parvalbumin) and excitatory
(Glutaminase) sub-types.
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Accurate cell detection is the first step in any computational image analysis pipeline. Traditional nucleus and cell segmentation
algorithms are limited to the quality of the image, homogeneity of cells in the image and tuning different hyper-parameters.
These methods do not have the capacity to be generalized on heterogeneous samples. In comparison, deep learning can take
advantage of existing segmentation algorithms as initial training sets and by adding corrected samples we can increase the
performance of the detection drastically.
Deep learning techniques make it feasible to develop state-of-the-art methods in the field of computational biology to obtain
comprehensive quantitative methods for studying complex systems biology of the entire brain, which is essential to get a better
understanding of the normal and abnormal brain function.
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3. Learning Corrected Samples with Deep Learning Model

Figure 3. Whole brain automatic nucleus segmentation using DAPI and Histone.

Automatic nucleus segmentation [2] has been applied on a 16-bit gray scale whole brain
compound image of DAPI + Histone with the size of 29,200×42,900 pixels. Two samples of
cropped segmentation results (B,C) show that the automatic segmentation method fails on
regions where the nuclei are not compactly located resulting in over-segmentation (blue
arrows) or in regions forming large connected components resulting in under-segmentation
(pink arrows) errors.

Figure 4. Manual correction of bounding boxes generated by automatic
segmentation method.

Generated bounding boxes from automatic nucleus segmentation (A) are
corrected (B) manually using labelImg software [3] to be used as training
set in the deep learning model. 220 crops (each with size of 300×300 pixels)
were corrected and added to the training set.
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Figure 5. Faster R-CNN network.
Faster RCNN [4] is used as the state-of-the-art object detection
network to detect cells in images. This network extracts deep features
using fully convolutional layers and proposes regions with region
proposal network. The proposed regions are classified as cell (+) or
non-cell (-) events using deep features extracted from convolution
layers.

Development of novel image analysis methods and robust machine learning
pattern recognition techniques can provide powerful new tools to efficiently
and accurately investigate large and multidimensional image datasets sourced
from highly complex and integrated tissues such as the brain, and facilitate
deep mining of the resultant data to better identify altered signaling pathways
and/or vulnerable cell populations that could be targeted for interventional
treatment in different types of brain disorders and dysfunction.
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Figure 6. Comparison of cell detection results between automatic segmentation and deep learning methods.

Detection results were validated one selected region from motor cortex (A) and hippocampus (B). Automatic segmentation results (C,D) show several over-segmentation
(blue arrows) and under-segmentation (pink arrows) that are resolved using deep learning method (E,F).

Table 1. Time and counting results on whole brain image.

Raw Image Automatic Segmentation Results Deep Learning ResultsUsing multiplexed histological immunostaining (MP-IHC) and multi-spectral
imaging techniques [1] to screen for a multitude of biomarkers related to
cytoarchitecture, cell proliferation, cell death and intracellular or intercellular
signaling functions, we are able to discover and profile for the first time the
unique seminal biological properties of individual cells and whole populations
of relevant cell types in the context of complex microenvironments, as well as
specific anatomical regions in the brain.

Due to the extensive heterogeneity of cell types in brain tissues, traditional
masking and segmentation methods cannot capture all the spatial information
of cells or handle the high variability in cells. Deep learning methods, on the
other hand, learn similar features between intra-class samples and
discriminative features between inter-class samples. These methods provide a
deep characterization of the cell morphology, molecular composition, and
spatial distribution of each marker mapped to individual cells. They are able to
utilize multi-channel information to cope with discretely distributed staining
patterns (such as cytoplasmic but not nuclear staining). Deep learning has been
widely used in detection, segmentation, and analysis of large imaging datasets.
In this study, we define precisely the learning task of detecting the cell nuclei in
whole slice images of rat brain as a quantitative analysis of image datasets. We
show how Convolutional Neural Network (CNN) outperforms currently available
conventional segmentation methods to detect cells by learning the abstract
representation of each cell, while at the same time maintaining the flexibility to
deal successfully with cell variability in tissues through sampling of large
training image datasets representing different parts of the brain.

Method
Precision

TP/(TP+FP)
Recall

TP/(TP+FN)

A

Automatic 
segmentation

87.25 95.69

Deep learning 
detection

98.03 96.15

B

Automatic 
segmentation

74.13 82.62

Deep learning 
detection

98.30 84.31

Table 2. Performance comparison of methods shows great
increase in precision and recall of deep learning method.

Precision and recall reports the correct location and the ratio
of the missed cells of the detected boxes over the ground
truth boxes respectively. Deep learning method increases the
precision and recall by >20% and 1% respectively.

1. Automatic Nucleus Segmentation

Figure 1. 10 color multi-spectral fluorescence imaging captures high content
information for image segmentation or deep learning techniques.
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